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Abstract—This position paper calls for an increase in the
number and flexibility of input mechanisms in user-robot in-
teractions, highlighting their potential to enhance learning algo-
rithms through user feedback. Moreover, we argue that refining
interfaces, interactions, and systems is crucial for the optimal
integration of mechanisms into learning processes. Our call
to research involves the development of interfaces that enable
flexible mechanisms, and the mechanisms interactions can benefit
most from, and the algorithmic incorporation of user input. This
aims to advance the adaptability and responsiveness of robotic
systems in human-centric environments.

I. INTRODUCTION

This paper postulates the provision of multiple options for
interaction mechanisms to make the tutoring experience more
enjoyable and improve learning performance.

So far in robot learning in interaction with human tutors, the
underlying algorithms of the learning system provide restricted
mechanisms that directly determine the kind of interface used
for input and the (mostly artificial) interaction through which
the human user can provide input to the system, see Fig. 1.
Human tutoring interactions, however, are much more flexible,
and the tutor uses this flexibility to scaffold the learner.

Scaffolding, originally introduced in the context of de-
velopmental psychology [42, 34], refers to the supportive
approach that enhances learning capabilities by modifying the
learner’s environment or providing guidance tailored to the
learner’s current capability level and adjusting the support a
human teacher gives constantly concerning the learner’s task
progression [40, 31, 17, 33, 7]. It has been observed to enable
“development of task competence by the learner at a pace
that would far outstrip [their] unassisted efforts” [42]. While
the benefits of scaffolding have been extensively studied in
educational settings in human interaction [10, 12, 4], research
on enabling dynamic scaffolding in human-robot interaction
(HRI) remains limited. To address the scaffolding needs of
users in human-robot interaction (HRI), we suggest providing
more flexible input mechanisms. .

II. RELATED WORK

Scaffolding has long been recognized to improve the effi-
ciency and effectiveness of robot training but also is viewed
to have the potential of enhancing the collaboration between
humans and robots [1], leading to more sophisticated and
adaptable robotic systems [7, 8]. Borrowing from the edu-
cational theory of scaffolding, in the context of Human-Robot
Interaction (HRI) and Artificial Intelligence (AI), “scaffold-
ing” refers to a supportive framework or set of interventions
designed to facilitate and enhance the learning process by

Fig. 1. The figure illustrates a typical one-to-one human-machine interaction,
representing the involved components.

leveraging human feedback [25] and involves structuring the
interaction between the user and the robot in a way that
gradually builds up the robot’s capabilities and decision-
making skills [6].

However, this promising approach remains largely under-
valued and underexplored in current research in HRI and AI,
possibly because human scaffolding behavior cannot yet be
dealt with, as it is highly variable and depends on the feedback
of the learning system based on interfaces and the provided
input mechanisms [38, 39].

Few works have adopted scaffolding to serve both as a
strategy for robot interaction with humans and with other
robots [19]. In intelligent tutoring systems, robots can act
as tutors and adapt their interactions based on the learner’s
responses and progress [20, 37, 14, 32]. In robot learning, a
human helps a robot to complete a task by giving instructions
and feedback, guiding it through the task environment and
breaking the task down into simpler and more manageable
components [25, 20, 27] so that the robot’s capabilities and
decision-making skills increase over the course of the interac-
tion time [6].

Despite its benefits, scaffolding behavior in human tutors
is underestimated or often even misidentified as noise and
not further processed [8, 21, 41]. This inefficient use of
information could be avoided by providing users with flex-
ible input mechanisms and corresponding interfaces, enabling
them to effectively transfer their scaffolding. More flexible
interactions with different interfaces and mechanisms would
allow addressing user needs directly and intuitively.

Various mechanisms and interfaces can be used in human-
robot interactions. Commonly used input mechanisms include



demonstrations [30], preference-based inputs, and scalar inputs
[18]. Interfaces such as graphical user interfaces (GUIs) [16]
can facilitate these mechanisms. However, many current ap-
plications restrict users to specific interfaces and mechanisms,
lacking the flexibility to respond to individual and changing
user needs. There are only a few works about the use of
multiple mechanisms and interfaces for the same scenario
[28, 35]. Therefore, we are calling for more flexibility in
mechanisms and interfaces for scaffolding in human-robot and
human-AI interactions. To achieve this, we identify several
potential options.

III. COMPONENTS

Here, we discuss possible implementations and benefits of
flexible input mechanisms.

a) Mental Model: First, we consider the mental model
that the user has. Mental models are individual cognitive
representations of the world and self based on experiences
and interactions with the environment [11]. The mental model
influences how users interact with the system and can lead to
interaction problems when mismatched [22, 26]. It has been
demonstrated that scaffolding depends on the tutor monitoring
the learner [38]. Systems, thus, should show their learning
state to the human user [38]. Introducing transparency for the
system’s operations, which calibrate the user’s mental model,
leads to an improvement in learning outcomes [15]. Through
observation, users can adapt their scaffolding behavior, which
affects the input mechanisms used, as found in initial studies
[5].

b) User: We refer to the individual who operates a
system as the user. Users can possess varying levels of prior
knowledge regarding the system and the interface, ranging
from experts to lay persons. Various forms of scaffolding that
users may wish to apply during interactions with children and
robots were already identified [29, 36], like the mediation of
the relevance of the demonstration: users want to convey the
most important aspects of a task, focusing on the actions
and results that they consider to have a significant impact
on the learner. Users also want to scaffold the learner’s
attention to those critical elements, they intend to scaffold
the motivation of the robot and they want to provide timely
and constructive feedback. It has been suggested that learning
systems could actively elicit needed information from human
tutors [39]. When users are given information about the robot’s
learning state, its current understanding and appropriate input
mechanisms, they are better able to provide useful guidance.
Flexible input mechanisms should therefore not only serve the
robot, but also help users to structure their explanations to
provide better guidance to the learner.

c) Interaction: In our paper, we define interaction as the
action performed to input or output data through an interface.
There are unique scaffolding opportunities and dependencies
inherent in the design and use of interfaces and interactions.
For example, different input mechanisms, such as demonstra-
tions or textual feedback, which allow for different forms
of scaffolding, work better with different interactions. Each

method is more intuitive in its respective application area
than the other, thereby using the best interaction enhances
the scaffolding that users can provide to the system. Typing
in VR can be cumbersome and imprecise, and therefore
a regular keyboard might be the better option here [13].
However, VR allows for accurate tracking of demonstrations.
In fact, there are many possible ways and combinations of
scaffolding. Which interaction is best for which mechanism,
interface, and scaffolding need is still an open question and
its investigation promises drastic improvement in learning [5].
The interaction also influences the mechanisms used, as some
interactions are more suitable for specific mechanisms, such as
VR for demonstrations. Conversely, the choice of a mechanism
can affect the type of interaction employed. Therefore, it
remains an open question what needs to be optimized to
achieve the best human-robot interaction: the mechanisms, the
interactions, or a combination of both.

d) Interface: In our paper, we define an interface as the
connection between the system and the user. Even when a
system is capable of processing scaffolding, these capabilities
must be effectively presented to the user for interaction. Many
researched scaffolding methods lack conventional representa-
tion, and often several methods may be applicable, which can
influence user behavior. For example, scalar evaluations of a
robot’s learning state could be represented with stars, hearts,
or emoticons. It is crucial to investigate which representation
best aligns with the users’ scaffolding intentions and most
effectively and intuitively conveys this information to the
system. Since this transmission takes place via the input
mechanism, the problem can be rewritten in such a way
that we need flexible input mechanisms that are effectively
presented to the user. However, the question remains of how
the representation affects learning success and which interface
works best for which input mechanism.

e) Mechanisms: In this paper, we refer to mechanisms
as the potential processing methods for input, as well as
their possible implementation. It has been shown that offering
users direct input mechanisms within the interface to scaffold
the system is advantageous [24, 23, 3, 9, 2]. We have also
found that the combination of such scaffolding mechanisms
with appropriate system integration offers significant value for
learning [5]. However, it remains unclear which mechanisms
are most suitable for scaffolding, e.g., positive mechanisms
via guidance or negative mechanisms via corrections. How
scaffolding feedback is integrated into the system needs to be
carefully considered, ensuring that it aligns with the desired
learning outcomes and interaction dynamics. The most effec-
tive approach in these scenarios is still largely unexplored.
Initial studies have shown that combining input mechanisms
and allowing users flexibility has a significant positive impact
on learning [5]. Yet, optimal combinations, their limits, and
variations between users remain open questions.

f) System: In this paper, we define the system as en-
compassing both the hardware and software with which users
interact. As mentioned before, the input mechanisms for the
users are crucial to support the robot’s learning. However,



the systems must also provide feedback to the users, acting
as output mechanisms, so that the users can understand the
robot’s learning state and adjust their scaffolding accordingly.
The output mechanisms should be designed to convey the
robot’s learning progress to the user. This feedback helps
users to make their inputs more effective, improve the robot’s
learning process and support scaffolding. Most state-of-the-
art systems use AI and machine learning to enable adap-
tive behavior and identify appropriate behavior patterns. By
using these techniques, a learning system could draw more
information from the user’s feedback and non-verbal behavior,
adapting to individual behavior patterns to make the interaction
and concept learning more efficient [25, 27]. To fully realize
the potential of in- and output mechanisms, it is essential to
focus on increasing the flexibility of mechanisms within these
systems. Mechanisms can only be implemented correctly if the
system provides the necessary structure. Effective scaffolding
depends on this fit, as mismatched systems may fail to analyze
inputs correctly, undermining the mechanism’s functionality.
Since systems must fit specific mechanisms, it is crucial to
investigate which systems are best suited for each mechanism
to maximize scaffolding efficiency.

IV. SUMMARY

In summary, we believe that flexible input mechanisms
should be actively incorporated more extensively into human-
machine interactions, especially in robotics. They make the
interaction more efficient and natural. We assume that this
is the case because users apply their scaffolding behavior to
the provided input mechanisms. Thus, scaffolding provides a
valuable tool in areas with limited feedback. There are still
many potential opportunities for integrating scaffolding with
flexible input mechanisms into these systems.
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